


Kontekst projektu

Klient zgtosit zapotrzebowanie nha modernizacje infrastruktury serwerowej, ktora do tej pory
opierata sie na pojedynczych jednostkach. Kazda awaria sprzetowa oznaczata przestoj
catej firmy i koniecznos¢ czasochtonnego przywracania systemoéw. Jako zespot WISE
zaproponowalismy budowe klastra typu Hyper-Converged Infrastructure (HCI), ktory
comput i storage realizuje w ramach tych samych jednostek fizycznych.

Wyzwania i1 potrzeby

Eliminacja przestojow: Zapewnienie ciggtosci pracy nawet w przypadku catkowitej awarii

jednego z serwerow.

Wydajnos¢ dyskowa: Systemy bazodanowe wymagaty niskich opoznien, ktérych nie

zapewnitaby tania macierz zewnetrzna.

Optymalizacja kosztow: Unikniecie zakupu drogich, dedykowanych macierzy SAN przy
zachowaniu funkcjonalnosci klasy Enterprise.

wiSE CASE STUDY: Budowa klastra High Availability Proxmox
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1. Kontekst projektu

w oparciu o Software Defined Storage (DRBD + Linstor)

2. Wyzwania i potrzeby ~
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Rozwigzanie WISE: Architektura
10GbE 1 Linstor SDS

ZaprojektowaliSmy rozwigzanie oparte na dwoch serwerach Dell PowerEdge oraz zaawansowanym
zarzgdzaniu systemem plikow:

+ Klaster Proxmox VE: Centralna platforma do wirtualizacji, umozliwiajgca automatyczny
restart maszyn wirtualnych (HA) w przypadku awarii jednej z nod.

* Replikacja DRBD pod kontrolg Linstora: ZastosowaliSmy protokot DRBD do synchronicznej
replikacji danych miedzy serwerami w czasie rzeczywistym. Zarzadzanie wolumenami
powierzyliSmy systemowi Linstor, co pozwolito na petng automatyzacje tworzenia i replikowania
dyskow maszyn wirtualnych.

+ Dedykowany szkielet sieciowy 10GbE: Aby replikacja danych nie wptywata na prace sieci
lokalnej i nie powodowata opoznien, spieliSmy serwery bezposrednim potgczeniem 10Gb
Ethernet (10GbE). To dedykowana "magistrala danych” tylko dla ruchu DRBD, zapewniajgca
przepustowos¢ niezbednga dla operaciji I/0.

+ Zewnetrzne Quorum: Aby wyeliminowac ryzyko wystgpienia stanu split-brain, wdrozylisSmy
zewnetrzny mechanizm quorum (QDevice) zlokalizowany w serwerowni WISE.




m System Backupowy:

Szybka kopia na QNAP

W dopetnieniu architektury, do klastra podtaczyliSmy dedykowany serwer backupowy
oparty na systemie QNAP:

tgcznos¢ 10GbE: QNAP zostat wpiety do klastra rowniez za pomocg interfejsu 10Gb,
co pozwala na btyskawiczne wykonywanie kopii zapasowych catych maszyn wirtual-
nych bez obcigzania sieci firmowe;.

Retencja i bezpieczenstwo: Dzieki duzej pojemnosci QNAP-a, klient zyskat mozliwos¢
dtugoterminowego przechowywania backupoéw oraz szybkie przywracanie danych
(Restore) w sytuacjach awaryjnych.

m Rezultaty 1 korzysci dla klienta

Wdrozenie przeprowadzone przez zespot WISE przyniosto wymierne efekty:

High Availability (HA): Petna odpornos$¢ na awarie fizyczng serwera. Czas przetaczenia
ustug na druga node jest liczony w sekundach.

Brak strat danych (RPO=0): Synchroniczny zapis DRBD gwarantuje, ze kazda operacja
zapisu jest natychmiast obecna na obu serwerach Dell.

Wydajnos¢ na poziomie lokalnych dyskow SSD: Klient zyskat predkos¢ bezposrednio
wpietych dyskow przy zachowaniu bezpieczenstwa macierzy wspoétdzielone;.

Szybki proces backupu: Wykorzystanie sieci 10GbE dla QNAP-a skrocito okna backu-
powe do minimum, nie wptywajgc na wydajnos¢ systemow produkcyjnych.
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